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MARCH MADNESS

• 68 teams (4 play-in games)

• 63 single-elimination games

• 4 regions, 16 teams each

• Each team seeded 1-16

2017 Champion:  North Carolina 
(#1 seed in South region)
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BRACKE
T

THE BRACKET



B R AC K E TO L O G Y
• 19 million brackets submitted to ESPN
• 263, or 9.2 quintillion, possible brackets
• Nobody has ever picked a perfect 

bracket

• $3 billion in bracket pools annually
• Warren Buffet offers $1 million for a 

perfect bracket

/ˌbrakәˈtälәjē/

noun

the activity of predicting the 
participants in and outcomes of 
the games in a sports tournament, 
especially the NCAA college 
basketball tournament.



HISTORICAL RESULTS

Matchup Higher Seed Win %

1 vs 16 100.0%

2 vs 15 93.9%

3 vs 14 84.1%

4 vs 13 80.3%

5 vs 12 64.4%

6 vs 11 62.9%

7 vs 10 61.4%

8 vs 9 50.8%



USING ML TO BUILD BRACKETS

Kaggle’s March Machine 
Learning Mania 2017

FiveThirtyEight’s 
Prediction Engine



PICKING A 
BRACKET IS 

REALLY 
HARD!Andrew 

Jonathan



M O D E LS



H OW  W E  
F I X  T H I S :

•Mostly statistical modeling

• Poor choice of features
– Seeding

– Vegas point spread

• Pick only relevant features

• Analyze a wide range of ML 
techniques

• Build our own model using 
random forests

PREVIOUS WORK



THE DATA
• Points
• Field Goals Made
• Field Goals Attempted
• 3-Pointers Made
• 3-Pointers Attempted
• Free Throws Made
• Free Throws Attempted
• Offensive Rebounds
• Defensive Rebounds
• Assists
• Turnovers
• Steals
• Blocks
• Personal Fouls
• Game Location 

(Home or Away/Neutral)
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CONSTRUCTING
TRAINING DATA

• 14 chosen statistics computed based on 
rolling averages of previous games

– For teams and their opponents

• Only include data from 15 most recent 
games

• Game Location represented as binary flag

• No feature for wins or seed
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L E A R N I N G  
T E C H N I Q U E S

• Adaptive Boosting

• K-Nearest Neighbors

•Naïve Bayes

•Neural Network

• Logistic Regression

• Support Vector Machine

• Random Forests 

Trained for classification (picking a 
winner and loser for each matchup) 

AND

determining the likelihood of each 
outcome



RANDOM FORESTS

• The combination of learning models increases classification accuracy

• Bagging: average noisy and unbiased models to create a model with low variance

The random forest algorithm acts as a large 
collection of decorrelated decision trees



DECISION TREE

ܵ ൌ

ଵ݂ଵ					 ଶ݂ଵ					 ଷ݂ଵ					ܥଵ

	⋮										⋮									⋮									⋮

ଵ݂ே					 ଶ݂ே					 ଷ݂ே					ܥே

Feature 1 of the 1st sample

Feature 2 of the Nth sample



RANDOM SUBSETS

ଵܵ ൌ

ଵ݂ଵଶ					 ଶ݂ଵଶ					 ଷ݂ଵଶ					ܥଵଶ

ଵ݂ଵହ					 ଶ݂ଵହ						 ଷ݂ଵହ							ܥଵହ

	⋮										⋮									⋮									⋮

ଵ݂ଷହ					 ଶ݂ଷହ					 ଷ݂ଷହ					ܥଷହ

ܵଶ ൌ

ଵ݂ଶ							 ଶ݂ଶ							 ଷ݂ଶ							ܥଶ

ଵ݂଺									 ଶ݂଺							 ଷ݂଺										ܥ଺

	⋮										⋮									⋮									⋮

ଵ݂ଶ଴					 ଶ݂ଶ଴					 ଷ݂ଶ଴					ܥଶ଴

ܵெ ൌ

ଵ݂ସ							 ଶ݂ସ							 ଷ݂ସ							ܥସ

ଵ݂ଽ									 ଶ݂ଽ							 ଷ݂ଽ										ܥଽ

	⋮										⋮									⋮									⋮

ଵ݂ଵଶ					 ଶ݂ଵଶ					 ଷ݂ଵଶ					ܥଵଶ



RANDOM SUBSETS

ଵܵ ൌ

ଵ݂ଵଶ					 ଶ݂ଵଶ					 ଷ݂ଵଶ					ܥଵଶ

ଵ݂ଵହ					 ଶ݂ଵହ						 ଷ݂ଵହ							ܥଵହ

	⋮										⋮									⋮									⋮

ଵ݂ଷହ					 ଶ݂ଷହ					 ଷ݂ଷହ					ܥଷହ

ܵଶ ൌ

ଵ݂ଶ							 ଶ݂ଶ							 ଷ݂ଶ							ܥଶ

ଵ݂଺									 ଶ݂଺							 ଷ݂଺										ܥ଺

	⋮										⋮									⋮									⋮

ଵ݂ଶ଴					 ଶ݂ଶ଴					 ଷ݂ଶ଴					ܥଶ଴

ܵெ ൌ

ଵ݂ସ							 ଶ݂ସ							 ଷ݂ସ							ܥସ

ଵ݂ଽ									 ଶ݂ଽ							 ଷ݂ଽ										ܥଽ

	⋮										⋮									⋮									⋮

ଵ݂ଵଶ					 ଶ݂ଵଶ					 ଷ݂ଵଶ					ܥଵଶ

Decision Tree 1

Decision Tree 2

Decision Tree M



VOTING

ଵܵ → 1
ܵଶ → 0
ܵଷ → 1
⋮

ܵே → 1

Label as majority vote



METHOD EVALUATION
• Accuracy
• Bracket score
• Log Loss (for probabilities)

ݏݏ݋ܮ݃݋ܮ ൌ െ
1
݊෍ሾݕ௜ ݃݋݈ ො௜ݕ ൅ 1 െ ௜ݕ ݃݋݈ 1 െ ො௜ݕ ሿ

௡

௜ୀଵ
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where n is the number of games played, 
yi is the predicted probability of team 1 beating team 2,
and yi is 1 if team 1 wins, 0 if team 2 wins.



R E S U LT S



CLASSIFICATION 
ACCURACY

Algorithm Accuracy

KNN .619

AdaBoost .667

SVM .683

Bayes .698

Random Forests .698

Regression .762

Neural Net .794
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BRACKET 
SCORES

Algorithm Score

AdaBoost 400

SVM 570

KNN 600

Bayes 610

Neural Net 650

Regression 670

Random Forests 900
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LOG LOSS

Algorithm Score

AdaBoost 1.261

KNN .687

SVM .657

Bayes .579

Random Forests .578

Neural Net .545

Regression .529
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Algorithm Log Loss Accuracy Bracket Score

AdaBoost 1.261 .667 400

KNN .687 .619 600

SVM .657 .683 570

Bayes .579 .698 610

Random Forests .578 .698 900

Neural Net .545 .794 650

Regression .529 .762 670
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